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12th January, 2016

Abstract

Monitoring the ongoing developments in the Spanish business cycle re-
quires the use of accurate forecasting tools that can handle a broad num-
ber of economic indicators. This paper analyses the short-term forecasting
performance of hyper-parameterised dynamic regression models based on
a large number of variables in levels, and compares it with state-of-the-
art methods for nowcasting. Our method requires the estimation of many
parameters if we wish to construct projections conditional on a large in-
formation set. The so-called “curse of dimensionality” is overcome here
with prior information originating in the Bayesian VAR literature. The
real-time forecast simulation conducted over the most severe phase of the
Great Recession shows that our method yields reliable real GDP growth
predictions almost one and a half months before the official figures are
published. The usefulness of our approach is confirmed in an genuine out-
of-sample evaluation that considers the period of the European sovereign
debt crisis and the subsequent recovery.
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1 Introduction

After ten years of stable growth slightly below 4% per year in Spain, the 2008 re-

cession has provided an excellent opportunity to “stress-test” our non-judgemental

nowcasting models in real time. The term nowcasting made popular by Giannone

et al. (2008) and Evans (2005) refers to the prediction of the most recent past,

the present, and the nearest future1.

In this paper, we evaluate the accuracy of out-of-sample nowcasts of Spanish

GDP growth that have been constructed by regressing the log level of real GDP

on its own lags and current and past values of a large and heterogeneous number

of indicators. Since those dynamic regression models are hyper-parameterised

in the sense that there are too many parameters to estimate, this may lead to

very volatile forecasts. This paper proposes a method to improve the accuracy

of these large dynamic regression models. The method exploits prior information

regarding the statistical properties of the series to enhance the process of esti-

mation. Thus, our early estimates of growth are obtained combining Bayesian

priors with information subsets available to the forecasters one and a half months

before the official GDP figure is released by the statistical agency2. The forecast-

ing evaluation has been executed with real-time data, which simulates the actual

environment of professional forecasters, following a practice that has gradually

become standard since the work by Croushore and Stark (2001).

Some of the existing tools available for nowcasting Spanish GDP growth take

into account the presence of strong co-movements in macroeconomic data by

incorporating restrictions inspired by the literature on dynamic factor models.

Thus, Camacho and Domenech (2012), Camacho and Pérez-Quirós (2011) or

Cuevas and Quillis (2010) propose factor models in order to have a parsimonious

1see Banbura et al. (2011) and Banbura et al. (2013) for a recent overview of the literature.
2The web site of the Spanish National Statistical Agency (I.N.E.. by its Spanish acronym)

can be found at www.ine.es.
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representation of GDP growth, which is expressed as the sum of two orthogonal

components: one driven by pervasive factors that spread throughout the economy,

and a measurement error component that is idiosyncratic. Such restrictions have

also been successful in nowcasting the euro area data, e.g. Angelini et al. (2011)

or Camacho and Pérez-Quirós (2010), and in many other countries.

In contrast to the idea of having parsimonious models, we exploit large hyper-

parameterised dynamic regression models to build GDP projections conditional

on subsets of indicators aggregated at the quarterly frequency. Time series with

missing observations are shifted forward in order to obtain a balanced end-of-

sample structure. This approach is different from the mixed data-frequency sam-

pling (MIDAS) regressions with leads proposed by Clements and Galvao (2008)

because the simplicity of our aggregation scheme combined with our prior beliefs

will allow us to incorporate information from a much larger set of variables. Our

approach also differs from the class of dynamic factor models cited above, since we

do not impose the presence of co-movements by reducing the available monthly

information into one or a few quarterly factors. The potential multicollinearity

problems arising from the high degree of synchronisation among the predictor

variables is offset by the use of priors or “inexact” restrictions originated in the

VAR literature. Interestingly, De Mol et al. (2008) show that forecasts based on

large Bayesian (static) regressions can be highly correlated with those resulting

from static principal components. Thus, our dynamic regressions have the po-

tential to capture the business cycle co-movements without having to impose a

dynamic factor analytical structure. The large and medium-sized Bayesian VARs

developed by Banbura et al. (2010) to forecast monthly US macro variables il-

lustrate this idea and help to motivate the use of dynamic regressions also in the

field of nowcasting.

To our knowledge, our paper presents the first real-time “nowcasting” method

based on hyper-parameterised Bayesian dynamic regression models. The models

we consider allow us to obtain GDP nowcasts conditional on the first p lags
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and the current and past values of a set of N indicator variables aggregated to

the quarterly frequency. This can be considered to be a simplified version of the

mixed-frequency VAR for monthly data proposed by Schorfheide and Song (2015).

In both cases, this requires the estimation of a very large number of parameters,

which could lead to in-sample overfitting and large out-of-sample forecast errors.

The curse of dimensionality is tackled by using Minnesota-type priors on the

coefficients, which has been standard practice since Litterman (1980, 1984,1986).

The main problem of this approach is that there is no literature regarding the

choice of the parameters that determine the strength of the prior believes with

Spanish data.

Our real-time forecasting evaluation features two additional innovations. First,

we illustrate the potential advantages of defining the prior for a given forecasting

equation with an Empirical Bayes method (Robbins, 1954) that uses the data

to determine the prior. We grant a higher hierarchical level to the parameters

defining the prior’s shrinkage than to the regression coefficients, and identify

the values that yield an optimal out-of-sample performance over a pre-sample or

training sample. The small block of parameters with the privilege of conditioning

the others are often called hyper-parameters, which is the second reason why we

argue it is natural to call our models hyper-parameterised regressions. Other re-

lated approaches have been proposed in the literature. Banbura et al. (2010), for

example, determine the strength of the prior beliefs by restricting the in-sample

fit in the context of large Bayesian VARs in order to avoid over-fitting. More

recently, Schorfheide and Song (2015) propose to maximize the marginal likeli-

hood of the data, which cannot be obtained analytically in the context of missing

observations. Finally, a more sophisticated approach is proposed by Giannone et

al. (2015), who parameterize the strength of the prior beliefs and estimate them

simultaneously with the rest of the parameters.

A second key element of our approach is that we take into account model

uncertainty with the aim of having a deeper understanding of the use of hyper-
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parameterised regressions. Each one of the models considered allows us to con-

struct a projection conditional on a particular subset of indicators. An infor-

mation set based on N predictor variables yields a total of 2N − 1 different

nowcasts for real GDP. Thus, the set of models can be represented by M =

{M1,M2, . . . ,M2N−1}. Although it is common among Bayesian econometricians

to assume that only one of the 2N − 1 forecasting equations corresponds to the

actual data generating process, it is typical to find posterior model probabilities

that do not favour any particular model. This leads us to explore simple forecast

combination strategies that attribute more weight to the models with smallest

forecasting errors throughout the training sample or, alternatively, equal weights

for all models. Interestingly, we will also assess how the forecasts deteriorate

when given indicators are excluded from the analysis, which will prove to be very

useful to understand the robustness of the results.

We will argue that the success of our forecast combination of medium-sized

forecasting models is based on the same principles as the success of factor models:

considerable comovements over the business cycle, and the presence of measure-

ment errors. In addition to that, we find that larger regressions appear to have

a superior forecasting performance, presumably due to a reduction in the risk

of model misspecification. In the context of nowcasting, model misspecification

can also be understood as the omission of timely indicators and the inclusion of

redundant predictors available with long publication lags. The disadvantage of

our univariate approach with respect to the use of a unique multivariate model

is that it becomes difficult to determine precisely how each one of the indicators

contributes to forecasting GDP (see Banbura and Runstler, 2011). This repre-

sents a serious drawback from the point of view of understanding the forecast

and communicating it. As shown by Banbura et al. (2011) and Banbura et al.

(2013), any model written in state-space can decompose the forecast revisions

in terms of the intraquarterly publication of “news”. This type of analysis is

a fundamental aspect of nowcasting, but it is unfortunately not possible within
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the context of linear regression models, including bridge models, regressions on

factors and MIDAS regressions.

This paper is structured as follows. Section 2 defines the information struc-

ture available one and a half months before the official GDP figure is published

and describes the method proposed including all concepts required for a Bayesian

interpretation of our estimation procedure. Section 3 describes the key features

of our real-time forecasting exercise, including the prior elicitation and model

combination strategies. Section 4 provides the empirical results with a special

focus on the Great Recession period as well as an evaluation of alternative ex-ante

forecasting strategies, which are compared to a survey of professional forecast-

ers. Section 5 incorporates additional data realisations over the second recession,

driven by the European sovereign debt crisis, and the subsequent recovery. Our

aim is to compare the forecasts of our hyper-parameterised dynamic regressions

to those resulting from state-of-the-art Dynamic Factor Models estimated with

J Demetra+. The last section concludes.
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2 Nowcasting Spanish GDP Growth with Real-

Time Data

The nowcasting problem is illustrated in Table 1. Consider, for example, the

information available at the beginning of July 2010. Approximately one and a half

months before the official GDP release for the second quarter was published by the

statistical agency, monthly employment figures and various surveys corresponding

to April, May and June were already available. Other important variables such

as sales and industrial production were also available only for April and May.

Finally, real exports and imports were available until April. The complete list of

variables used and publication lags can be found in Table 2.

[INSERT Table 1 here]

[INSERT Table 2 here]

This information will be exploited to estimate real GDP growth almost one

and a half months before the statistical agency (I.N.E) publishes the official

release.

2.1 Hyper-Parameterized Regressions

The dataset that is relevant for calculating a given nowcast for GDP features a

“jagged edge” or missing observations at the end of the sample for some variables.

All our variables are available at a monthly frequency, except for GDP growth,

which is a quarterly variable. The strategy followed in this paper to deal with

missing observations and mixed frequencies circumvents the problem of extract-

ing a monthly GDP signal, as implicitly done by Banbura and Modugno (2014)

or by Camacho and Pérez-Quirós (2010). Time series subject to publication lags

are shifted forward in order to obtain a balanced end-of-sample structure before

aggregating them to the quarterly frequency. Then, quarterly GDP is expressed
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as a linear function of the resulting quarterly indicators. This method is sim-

ple and has the potential advantage of eliminating part of the noise in monthly

information. As suggested by Armesto et al. (2010), this is a valid strategy

to mix frequencies without the need to specify all the variables in their original

frequency. The main advantage of this method is that it does not require using

additional models to fill in the missing observations at the end of the sample, as

typically done by practitioners and users of bridge equation models. Other aggre-

gation schemes are possible. For example, Clements and Galvao (2008) propose

to use the mixed data-frequency sampling (MIDAS) methodology of Ghysels et

al. (2004) and Ghysels et al. (2006) to parameterise and estimate a direct link

between the variables to be predicted and all the leading indicators available in

their original frequency. We discarded this approach because it multiplies the

number of parameters per predictor variable and it adds an extra layer of com-

plexity to the estimation of our large regressions. Andreou et al. (2013) solve

this problem by combining many small models, but such an approach would not

allow us to explore the potential accuracy gains in the use of large models, which

is the main goal of this paper.

For a given subset of N variables, the nowcast for our variable of interest Yt

is given by a simple linear projection on all available predictors and its lags:

P (Yt|Ω) = α̂ + β̂11Yt−1 +
N∑
i=1

β̂1,1+i Xi,t

+ δ̂11Yt−2 +
N∑
i=1

δ̂1,1+i Xi,t−1

+ . . .

+ γ̂11Yt−p +
N∑
i=1

γ̂1,1+i Xi,t−p+1 (1)

where Ω represents the available information set and Xi,t is the value of a

given indicator i averaged over the last available three months. The symbol ˆ

above the parameters indicates that they have been obtained with the mixed
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estimation approach of Theil and Goldberger (1961), which is described below.

Essentially, sample information is mixed with dummy observation priors that

reflect the presence of unit roots in the data.

The underlying regression model can be represented by stacking all indicators

on the right-hand side:

Yt = X
′

tΘ + υt, υt ∼ N(0, σ2
υ), t = 1, . . . , T (2)

with

Xt =



Yt−1

X1,t

...

XN,t

Yt−2

X1,t−1

...

XN,t−1

...

1



,Θ =



β11

β12

...

β1N

γ11

γ12

...

γ1N

...

α


Note that for a larger number of variables and a larger p the number of parame-

ters required by expression (1) increases dramatically, which leads to very inefficient

estimates. This problem of having too many parameters could be solved by adding

additional observations, which we do not have. However, an equivalent solution is the

use of the so-called dummy observations or artificial data which will be eventually in-

terpreted as prior beliefs. Such an approach will be fully understood using a matrix

notation to define the regression model for our data:

Y︸︷︷︸
T×1

= X︸︷︷︸
T×k

Θ︸︷︷︸
k×1

+ E︸︷︷︸
T×1

, (3)

with k = (N + 1)p + 1. In a simple example where we only use one indicator to

forecast GDP and two lags, k = 5.
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2.2 Bayesian Estimation

The number of parameters in equation 2 defining the link between our time se-

ries of interest Y and the potentially large set of predictor variables X may be

large. Unless the parameter space can be restricted, this dimensionality problem

reduces the quality of the forecasts due to a decrease in the degrees of freedom.

One solution would be to use variable selection procedures that result in a lower

number of variables. As discussed by De Mol et al. (2008), data selection pro-

cedures such as the Lasso (i.e. least absolute shrinkage and selection operator)

can be interpreted as the result of introducing a prior in the form of a density

with large probability mass around zero and the tails for all parameters, to make

sure the variables are either selected or rejected. However, under collinearity, this

variable selection technique is likely to be very unstable, since distinct subsets

composed by carefully chosen number of predictor variables may yield equiva-

lent forecasts. Because the business cycle indicators are characterized by strong

collinearity, these variable ‘selection’ techniques are unlikely to provide any added

value with respect to variable ‘aggregation’ methods, such as the penalised Ridge

regressions and regressions on principal components3. In contrast to De Mol et al.

(2008), who focus on the static linear regression framework with a large number

of predictor variables, our approach involves dynamic regressions.

The dynamic nature of our regression equation suggests a slightly different

approach. We propose to use prior beliefs that represent statistical knowledge

regarding the dynamics of macroeconomic time series data. For example, one can

impose as a prior belief that there are unit roots in the individual series, letting

the data define whether those unit roots are driven by only few stochastic trends.

Here, our prior beliefs enter the system through dummies or artificial obser-

vations that are added to the T rows of Y and X in expression (3). This has

3Hastie et al.(2001), Section 3.6, discuss the relationship between principal components and

Bayesian regressions.
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often been interpreted as mixed estimation since Theil and Goldberger (1961).

Thus, the dummy observations are mixed with the actual sample according to

the following simple equation:

Θ̂ = (X
′
X +X0′X0)−1(X

′
Y +X0′Y 0) (4)

A fully Bayesian perspective can be considered by constructing a prior dis-

tribution that combines the likelihood function for the dummy observations with

an improper prior p(Θ, συ) ∝ |σ|−2 for all the parameters. Doan, Litterman and

Sims (1984) or Sims and Zha (1998) provide a detailed description when this idea

is applied to a VAR model.

2.3 Prior Elicitation

Bauwens et al. (2003, Chapter 4: “The quantification of ignorance”) provide

a detailed overview of how the prior elicitation problem has been solved in the

context of linear regression models like the one we use in this paper. We will

first clarify the choice of the prior density before we explain in detail how we

determine the value of the hyperparameters that govern the tightness or precision

of the prior.

The form of the prior is based on the natural conjugate principle. Natural

conjugate priors have the same functional form as the likelihood function. They

lead to posterior densities with sufficient statistics that can be written as a combi-

nation of the sufficient statistics for the prior and likelihood functions. Raiffa and

Schalaifer (1961) suggest that, within the exponential family, the likelihood kernel

of a hypothetical previous sample could be interpreted as the natural conjugate

prior.

It is well known that the likelihood function of the linear regression model

defined in equation 3 is proportional to the kernel of a normal-inverted gamma−2

density represented as NIG( µ︸︷︷︸
Θ̂

, M︸︷︷︸
X′X

, s, ν︸︷︷︸
T−k−2

) in Θ and σ2
υ, which is described
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below4:

L(Θ, σ2
υ|Y,X) ∝ (σ2

υ)
(−T/2) exp

− 1

2σ2
υ

s+ (Θ− Θ̂)′X ′X(Θ− Θ̂)︸ ︷︷ ︸
(Y−XΘ)(Y−XΘ)′


 (5)

where

Θ̂ = (X ′X)−1X ′Y (6)

s = Y ′(Y −XΘ̂) (7)

Thus, the natural conjugate prior for in Θ and σ2
υ is a NIG(Θ0,M0, s0, ν0)

density. This can be multiplied by the likelihood kernel (5) in order to obtain the

kernel of the posterior density. As shown for example in Bauwens et al. (2013,

Chapter 2), the result is the kernel of a NIG(Θ∗,M∗, s∗, ν∗) :

ϕp(Θ, σ
2
υ|Y,X) ∝ (σ2

υ)
−(ν∗+k+2)/2/∗ exp

(
− 1

2σ2
υ

[s∗ + (Θ−Θ∗)
′(M0 +X ′X)(Θ−Θ∗)]

)
(8)

where

s∗ = s0 + s+ Θ′0M0Θ0 + Θ̂′X ′XΘ̂ + Θ′∗M∗Θ∗ (9)

Θ∗ = (M0 +X ′X)−1(M0Θ0 +X ′XΘ̂) (10)

ν∗ = ν0 + T (11)

The last expression suggests that the posterior degrees of freedom are the result

of adding the prior degrees of freedom to the sample size.

Before explaining precisely how all the prior parameters, i.e. those with a

zero subindex, are determined, it is worth emphasising that the resulting pos-

terior precision matrix is equal to the sum of the prior precision M0 and the

sample precision X ′X. In addition to that, the posterior expectation for Θ∗ is

a combination of the prior mean Θ0 and the least squares estimator Θ̂, and the

4See for example Theorem 2.22 of Bauwens et al. (2003). Θ and σ2
υ have a NIG density if

and only if Θ|σ2
υ ∼ N(µ, σ2

υM
−1) and σ2

υ ∼ IG2(s, ν).
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weight of Θ0 is given by the share of M0 in the posterior precision. It is useful

to understand what would be the kernel of the posterior density when M0 and s0

are equal to zero, that is, when we want the prior to be non-informative:

κp(Θ|σ2
υ) = σkυ exp

[
− 1

2σ2
υ

(Θ−Θ0)′M0(Θ−Θ0)

]
M0→0→ σ−kυ (12)

κp(σ
2
υ) = σν0+2

υ exp

(
s0

2σ2
υ

)
s0→0→ σν0+2

υ (13)

This implies that the kernel of a diffuse prior on Θ and σ2
υ is equal to:

κp(Θ, σ
2
υ) = σν0+k+2

υ (14)

By choosing the hyperparameter ν0 = −k, we have the so-called Jeffrey’s prior:

κp(Θ, σ
2
υ) = σ2

υ, (15)

which turns out to yield a proper posterior density for Θ if the number of ob-

servations is larger than the size of Θ, i.e. T ≥ k. This choice of ν0 = −k also

guarantees that the posterior variance for Θ increases with k:

V ar(Θ|X, Y ) =
s

T − k − 2
(X ′X)−1

2.4 Prior Hyperparameters

The hyperparameters defining the exact shape of our prior distribution will be

mapped to sufficient statistics from an imaginary sample (X0, Y 0) that has been

generated, independently, by the model representing our actual observables X, Y .

Those artificial observations implement a natural conjugate prior, which can

be interpreted as the posterior density of that sample analysed under the non-

informative prior defined above (Jeffrey). This implies that the degrees of freedom

corresponding to the prior distribution increase with the size of the imaginary

sample ν0 = T0−k. The prior mean, scale and precision parameters will be given
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by:

Θ0 = (X0′X0)−1X0′Y 0 (16)

s = Y 0′(Y 0 −X0Θ0) (17)

M0 = (X0′X0)−1X0′Y 0 (18)

The first two dummies described below instrumentalise the so-called Min-

nesota prior (see Litterman, 1980), while the next two types of dummies con-

tribute to imposing independent beliefs about the presence of unit roots and

co-integration (see Sims and Zha, 1998). Those priors are defined here through

the hyperparameters τ , λ, µ, and d, following Lubik and Schorfheide (2005). Al-

ternative methods to determine those hyperparameters have been proposed by

Giannone et al. (2015), Banbura et al. (2010) or Schorfheide and Song (2015).

We will simply select the values that yield an optimal out-of-sample performance

over a pre-sample or training sample5 .

1. Dummies for the coefficients associated to the first lag

Consider equation 2. For our simple regression with two lags, the dummy

observations to be added to the T rows of expression (3) take the following

form:

 τs1

0


︸ ︷︷ ︸

dummy “observations′′ Y 0

=

 τs1 0 0 0 0

0 τs2 0 0 0


︸ ︷︷ ︸
dummy “observations′′ X0


β11

β12

γ11

γ12

α1

+

[
υ11

υ21

]

5An alternative approach would be to optimise over the predictive density of the last available

GDP time series at each point in time, which is multivariate Student (see Theorem 2.25 of

Bauwens, 2003), but this would exclude from our search all models with improper densities.

Most importantly, we thought there could be gains from the use of external information such

as a time series of Flash releases instead of the last available vintage.
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The parameter τ is the tightness of the prior, and two terms, s1 and s2,

capture the variance of each time series. These two dummies introduce

prior knowledge into the coefficients associated with the first lag. While

the “own” autoregressive coefficients are shrunk towards 1, the prior for

the remaining coefficients is centered around 0. One can understand this

idea by noticing the above system of “beliefs” implies that:

τs1 = τs1β11 + υ11 ⇒ β11 = 1 +
υ11

τs1

0 = τs2β12 + υ21 ⇒ β12 = 0 +
υ21

τs2

Although the precise effect of these dummies is given by their likelihood

function, the equations above suggest a heuristic explanation of the role of

τ . Under the normality assumption on the error terms, τ determines the

precision of the prior on the four coefficients associated with the first lag:

β11 ∼ N

(
1,

1

τ

σ11

s1

)
β12 ∼ N

(
0,

1

τ

σ21

s2

)
2. Dummies for the coefficients associated to the second lag (p = 2)

 0

0


︸ ︷︷ ︸

dummy “observations′′ Y 0

=

 0 0 τs1pd 0 0

0 0 0 τs2pd 0


︸ ︷︷ ︸

dummy “observations′′ X0


β11

β12

γ11

γ12

α1

+

[
υ11

υ21

]

These dummies shrink all the autoregressive coefficients associated with

the second (and subsequent) lag(s) towards 0. The tightness of the prior

is given by τ , as in the previous case, and by pd. Thus, the parameters

associated with more distant lags are more strongly shrunk towards 0.

3. Co-persistence As opposed to the previous two priors, this one does not

aim to impose beliefs about individual coefficients but linear combinations
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of them. This prior also originates in the VAR literature, although in our

case it takes the form of a single observation for Yt and Xt:

[
λy

]
︸ ︷︷ ︸

dummies “observations′′ Y 0

=
[
λy λx λy λx λ

]
︸ ︷︷ ︸
dummy “observations′′ X0


β11

β12

γ11

γ12

α1

+
[

υ

]

This prior is also called a “dummy initial observation” or a “one-unit-root

prior”. This dummy adds to the likelihood the following term, which has

more weight for large values of λ (the parameter governing the tightness of

this prior):

−1

2
log|σ2

υ| −
λ2

2

(1− β11 − γ11)y − (β12 − γ12)x− α︸ ︷︷ ︸
innovation

2

σ−2
υ

where y and x are the average of the fist observations in the sample.

and y and x are chosen to be equal to the mean of the first observations.

The particularity of this dummy observation is that it allows for a prior

distribution with a mode at the point in the parameter space where at

least our variable of interest has a unit root, i.e. (1 − β11 − γ11) = 0 and

α = (β12−γ12)x. But it could also be that α = (1−β11−γ11)y−(β12−γ12)x.

The last expression implies that the weight of the initial observations (or

their average y) becomes very important at determining the value of the

parameters. This well known bias towards stationarity can also be modified

by combining this prior with the next one, which favours the presence of

stochastic trends. This combination may provide convenient beliefs for the

estimation of our linear regression models in levels.

17



4. Own persistence

 µy1

0


︸ ︷︷ ︸

dummies “observations′′ Y 0

=

 µy1 0 µy1 0 0

0 µy2 0 µy2 0


︸ ︷︷ ︸

dummy “observations′′ X0


β11

β12

γ11

γ12

α1

+

[
e11

e21

]

This type of dummy has been widely used, incorporating of the belief that

there is no co-integration in the system. The precision of this prior is given

by µ. However, this does not amount to ruling out the presence of co-

movements in our data, since it only restricts linear combinations of the

coefficients. This approach is often known as “inexact differencing”. It can

be easily shown, by writing down the equations corresponding to the two

dummy observations, that (1− β11 − γ11) converges to 0 when µ increases.

At the same time, β12 + γ12 converges to zero, which implies that the co-

integration relationships among our variables are mitigated.

The use of this prior does not necessarily mean that the variables do not

co-move in long-run frequencies, since the posterior distribution will also

be affected by the likelihood function of the data. Moreover, since the

coefficients of are not individually shrunk to zero, but the prior is over

sums of coefficients, a strong shrinkage towards zero would not be able to

cancel the ability of the parameters to capture short-run co-movements.

5. Prior on the covariance matrix

The dummies for the covariance matrix of the error terms, one for each

equation of the VAR, take the following form:

[
s1

]
︸ ︷︷ ︸

dummy “observations′′ Y 0

=
[

0 0 0 0 0
]

︸ ︷︷ ︸
dummy “observations′′ X0


β11

β12

γ11

γ12

α1

+
[

e11

]
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Hyperparameters: We use the first observations of our sample to define

the si, which is the prior standard deviation of each one of the variables. The

choice of yi will be given by the sample mean of the initial observations. The

remaining hyperparameters τ, λ, µ, d can be chosen to minimise the forecast errors

over a training sample.
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3 Design of the Forecasting Exercise

This section describes the practical use of hyper-parameterised dynamic regres-

sions for nowcasting in a real-time context. The choice of predictor variables and

modeling strategies in real time is not straightforward to reproduce. With the

benefit of hindsight, we know that monthly employment figures would have been

very useful for nowcasting the gradual deceleration of 2007 and the strong GDP

decline that took place in 2008Q2 and 2008Q3. However, these two quarters were

subject to a large amount of uncertainty6, and real-time forecasters were closely

monitoring many other variables in order to understand the expected magnitude

of the decline in growth.

Also with the benefit of hindsight, one could select the model that would have

rendered the most accurate projections among the millions of models available.

Nevertheless, the practice of real-time forecasting requires the use of an ex-ante

strategy to determine which models to use and how to combine them. In order

to convince the reader of the potential of our proposed methodology, we repro-

duce simpleex-ante strategies for nowcasting in real time during the most severe

phase of the recession in a context where thousands of models were available.

Our method will be further tested over the European sovereign debt crisis pe-

riod, which the first draft of this paper pre-dates. So, section 5 of this article

will contain an additional analysis where the nowcasts from the largest possi-

ble Bayesian dynamic regression model are compared to those of state-of-the-art

dynamic factor models.

6The statistical agency itself announced in August 2010 a significant downward revision of

the 2008Q3 GDP figure initially published more than one year ago.
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3.1 Real-Time Data

Seasonally adjusted GDP is obtained directly from the OECD real-time database7.

The database contains the national statistical agency’s releases since 1995 (Base

2000). To the best of our knowledge, there is no real-time database with GDP

figures earlier than 1995.

The real-time nature of the forecasting practice determines the design of our

evaluation exercise. The indicators described in Table 2 will be seasonally ad-

justed in real-time using TRAMO-SEATS8, and introduced as predictor variables

in equation 1 defined in the previous section. Note that some of our time series

are quite short. Employment figures, for example, start very recently, in 2001. As

opposed to the older series, which describe the number of employed individuals

registered at the end of the month, the current series present the average of each

month.

Except for the confidence indicators, which enter the models without any

transformation, all variables are expressed in log levels9.

3.2 Prior Elicitation

In this paper, two alternative ways of defining the precision parameters associated

with the priors are evaluated.

7See http://stats.oecd.org/mei/default.asp?rev=1
8Software developed at the Bank of Spain. See references and downloading options at:

http://www.bde.es/webbde/es/secciones/servicio/software/econom.html. TRAMO-SEATS is

nowadays supported by JDemetra+ , which is a time-series software developed at the National

Bank of Belgium: http://www.nbb.be/jdemetra
9An alternative to the use of TRAMO-SEATS could be to take the models directly to the

raw data with Seasonal BVARs like those developed by Raynauld and Simonato (1993). A

Matlab Library with a simple implementation of Seasonal BVAR models has been written by

Enrique Quillis in www.mathworks.com. Evaluating the empirical success of this alternative

option is left for future research.

21



An Empirical Bayes Approach (EB)

Rather than using subjective beliefs, Empirical Bayes (EB) methods (Rob-

bins, 1954) use sample information to elicit the priors. Here, we explore a method

in this vein in order to choose the values of the hyperparameters defined in Sub-

section 2.4. Thus, we use a training sample to evaluate out-of-sample forecast

accuracy and select the value of h∗ = [τ ∗, λ∗, µ∗, d] that yields the most precise

forecast in terms of root mean square error (RMSE). The average values of the

so-called hyperparameters as a function of the model size are already anticipated

in Figure 1.

Our strategy can be interpreted in a straightforward way. If we think of each

value of h as one model, the optimal value h∗ can be considered as the best

forecasting model over the training sample. This implies that our out-of-sample

projections would have been very precise over the training sample if the value of

h∗ had been “revealed” to us ex ante.

Diffuse Priors (DP)

An major drawback of the Empirical Bayes (EB) approach outlined above is

that the resulting prior for larger models can be too tight if the training sample

is dominated by a period of stable growth10. In this case, our prior optimisa-

tion results in models in which GDP growth reacts smoothly to fluctuations in

indicator variables. This efficient behaviour helps over such training sample, but

it comes at the cost of overpredicting GDP growth in periods of time when all

indicators suddenly drop.

Although one could argue that an optimal strategy is to use tight priors

with strong GDP inertia during expansions and to employ diffuse priors during

recessions, when all economists agree that uncertainty is larger, it is not straight-

10This is quite often the case because expansionary periods are long and stable, while reces-

sions are short.
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forward to know in real time when it is the right moment to switch. Therefore,

we compare the EB approach described above with the alternative of setting very

Diffuse Priors (DP) for all models independently of their size. The values chosen

for the diffuse priors are given in Figure 1.

The main advantage of this approach lies in its simplicity. When the number of

variables becomes moderately large, setting up informative priors for all possible

models using the EB method could take years11.

[INSERT Figure 1 here]

3.3 Information Subsets

All the projections (see equation 1) are conditional on information subsets avail-

able approximately one and a half months before the statistical agency publishes

its official release. Justifying the use of a particular forecasting model and the

selection of conditioning information is a challenging task. Duarte and Sussmuth

(2014) propose to identify the variables with the highest correlation with Spanish

GDP in order to have subset of core indicators. Nevertheless, there is no guaran-

tee that the same indicators that have helped to produce accurate forecasts for

a given sample period will continue to be helpful in the future. In this paper, we

will consider all the linear projections one can construct with all possible com-

binations of GDP and the indicators contained in two different information sets

that contain variables that are routinely monitored by analysts of the Spanish

business cycle:

11On average, optimising the hyperparameters to maximise forecast accuracy over the train-

ing sample takes on average one minute with a 2.20GHz processor. This means that we can

construct priors for 1,023 models (resulting from all combinations of GDP with 10 predictor

variables) in 17 hours. Obtaining priors for 1,048.576 (resulting from all combinations of GDP

with 20 predictor variables) is unfortunately not feasible, since it would take roughly 2 years.
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• Ω1: The first information set contains the 11 key variables shaded in Table

2. Those indicators provide timely information about the GDP components

and the aggregate business cycle behaviour of the economy and they turn

out to coincide with 8 of the variables considered in the CF Index of Eco-

nomic Activity published by the Spanish Business Cycle Dating Committee

in the website of the Spanish Economic Association. This information set

includes 8 of the variables selected by Camacho and Perez-Quiros (2011):

total employment, retail trade confidence indicator, services PMI, indus-

trial confidence, industrial production, sales of big firms, real exports and

imports. In addition, we incorporate indicators that are highly correlated

with the aggregate GDP growth time series: the economic sentiment in-

dicator, which tracks very closely the year-on-year GDP growth figures,

and the stock exchange index (IBEX’35), which is one indicator of nominal

long-term growth of the economy.

• Ω2: The second information set extends the first one by including additional

indicators for some of the GDP subcomponents (Ω1 ⊂ Ω2). This set includes

car registrations, air transport, building permits, hotel stays, construction

employment, industry PMI, the consumer confidence indicator, total sales

and the imported oil price in euros. Although one could argue that the first

subset is sufficiently representative of the Spanish business cycle, our aim is

to understand whether further accuracy gains can be achieved by enlarging

the size of the models.

4 Empirical Results

Table 3 summarises the basic ex-ante forecasting strategies that we evaluate.

With information set Ω1, projection equation 1 will allow us to construct a total

of 1, 023 models with N ranging from 2 to 10. The larger information set Ω2 will
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allow us to construct a total of 262, 144 models with N ranging from 10 to 19.

[INSERT Table 3 here]

4.1 Gains from the Empirical Bayes Approach

In this subsection, we aim to provide evidence about the advantages of the Em-

pirical Bayes method (EB) over the use of Diffuse Priors (DP). As specified in

the first row of Table 3, we will exploit a total of 1, 023 different models that can

be constructed with Ω1 for an assessment of how the EB and DP strategies per-

form in forecasting. All projections are obtained with the information available

approximately one and a half months before the statistical agency publishes the

national accounts.

[Insert Table 4 here ]

A simple analysis of the root mean squared errors in Table 4 reveals that the

average forecast under EB reduces the RMSE compared with the DP strategy by

more than 10% throughout the second subsample12.

Figures 2 and 3 provide visual evidence going beyond the summary statistics

discussed above. These figures also display the forecasting distribution of the

10% top-performing models (fan chart) over the training sample in addition to

the simple mean of all models (dashed line). Figure 2 reveals that prior elicita-

tion based on the training sample helps to achieve excellent forecasts during the

2008Q4-2010Q2 period with a weighted average of the top 20 models (solid line).

However, the preference for using either the 20 best (ex-ante) forecasting models

over a weighted average of the whole set of models can only be justified ex post.

12This result holds regardless of whether the forecast error is computed on the basis of the

“preliminary” or the “final” GDP release. The RMSE results corresponding to the latter are

included in parenthesis
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[Insert Figures 2 and 3 ]

The gains from the EB approach with respect to the DP strategy are also

visible in Figures 4 and 5, which show root mean squared errors of increasingly

large forecast combinations for the evaluation period. These figures show that

the combination of models is always more accurate when the EB method is used,

independently of the number of models used to construct the combined forecast.

The results, however, do not seem to be visually significant in the light of Figure 7,

which considers the whole set of models. This figure compares the distribution of

thousands of time series of forecast errors obtained with the EB and DP approach

for the period 2008Q4-2010Q2 with the two information sets, Ω1 and Ω2. The

two distributions are represented with a thin continuous line and a discontinuous

line, respectively. They are both practically undistinguishable, specially when

the errors are based on the final release (bottom panel).

[Insert Figures 4 and 5 and 7]

4.2 Gains from a Larger Information Set

The previous subsection described the gains derived from exploiting pre-sample

information to elicit priors. In this section, we assess the performance of an alter-

native strategy for achieving forecasting accuracy gains. Rather than modifying

our priors, we enlarge the number of predictor variables in the hope of improving

forecast accuracy. As illustrated in the second row of Table 3, the larger infor-

mation set Ω2 allows us to aggregate forecasts coming from larger models. In

particular, we evaluate the strategy of combining models incorporating a number

of indicators ranging from ten to nineteen.

[Insert Figure 8]
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The RMSE results are interesting when we compare the two subsamples of

our recession episode. Table 4 provides us with overwhelming evidence in favour

of Ω2 for the second subsample, 2008Q4-2010Q2, which is visualized in Figure

8. Figure 7, which has been shown above, also displays the distribution of the

errors obtained with hyper-parameterised models that result from information

set Ω2, the mode and mean of which are now closer to zero. Thus, the gains from

increasing the size of the information set are actually more visible than those

given by the refinement of the prior elicitation approach discussed above.

[Insert Figure 9]

On the other hand, the gradual slowdown registered over the 2006Q3-2008Q3

period has been predicted slightly more accurately with the reduced information

set Ω1, which outperforms the larger information set Ω2 for 2007Q4 and 2008Q2.

This can be seen in Figure 9, which offers a detailed picture of the forecasts.

This graph also shows that the gradual slowdown registered over the 2006Q3-

2008Q3 period has also been predicted accurately by the Consensus Forecast,

which remains very conservative over the second subsample where both of our

purely statistical models start to make a difference.

However, since our main nowcasting strategies are based on model combi-

nations, it is interesting to compare their performance with the mean predic-

tion resulting from the survey of professional forecasters compiled by Consensus

Economics and published in their monthly magazine. Figure 9 shows that the

Consensus Forecast follows GDP growth very closely until 2008Q2, where it fails

to predict the first negative quarterly growth figure. Both of our forecast com-

bination strategies (Ω1 and Ω2, with diffuse priors) and the statistical agency

itself, in its initial announcement, were unable to predict the negative growth

rate in 2008Q2. However, the large decline in economic activity registered over
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the subsequent quarter is perfectly predictable by our forecast combinations and

slightly underestimated by the Consensus Forecast. Finally, the growth for the

three subsequent quarters is clearly over-predicted by the Consensus Forecast.

This example illustrates the difficulty of the forecasting practice over the most

severe phase of the recession.

Relative Forecast Accuracy of the Forecast Combinations

Table 5 provides the RMSE of the different forecasting schemes divided by the

RMSE of the random walk forecast. The reputation of professional forecasters

is generally based on their ability to forecast the preliminary or first available

releases. As seen in the left-hand panel of the table, the Consensus Forecast pro-

vides the highest forecast accuracy over the first subsample, which corresponds

to the gradual start of the deceleration phase. However, when the whole sam-

ple is considered, the Consensus Forecast is less precise, regardless of whether

our focus of interest is the preliminary or the final GDP growth release. The

most significant result is the excellent forecast accuracy achieved over the second

subsample by combining projections conditional on subsets of Ω2, the so-called

Extended Information Set.

Table 5 also compares our forecast combination strategies with the use of a

single model. Not surprisingly, the autoregressive distributed lag model that in-

corporates all the indicators included in Ω2 results in a very low RMSE over the

second subsample, although it is outperformed by the simple forecast combina-

tion.

Sensitivity to the Choice of Indicators

Our relative RMSE forecasting accuracy measure is now displayed in Table 6

for our model combination strategy based on Ω2 when each one of the predictor

variables is ignored one at a time. Independently of whether we use preliminary
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data (left panel) or revised data (right panel) to compute our relative RMSE

measure of fit, none of the exclusions results in any significant deterioration of

forecasting accuracy for the whole sample, as expected. Conversely, when we

focus on the right-hand side of the table, we can observe that the RMSE over the

first subsample improves considerably when either building permits or the retail

trade confidence indicator is excluded from the forecast combination. When both

of them are excluded (see the last row of the first section of Table 6), the relative

RMSE diminishes to such an extent that our nowcasts can be considered to be

even more precise than the first release of the statistical agency itself. This is the

conclusion one can draw by comparing these results with the RMSE associated

with the first release when we think of it as a forecast of the latest available data

(see last row of the table).

[Insert Table 5 and Table 6 ]

4.3 Interpretation of the Results

The results suggest that large regressions are more likely to identify the multi-

ple factors underlying business cycle fluctuations, thereby reducing the risk of

model misspecification and improving the quality of the forecasts over the Great

Recession period.

In the context of nowcasting, model misspecification can be caused by the

introduction of predictor variables with long publication lags, which can be con-

sidered to be redundant, to the detriment of more timely indicators, which are

key for the early identification of turning points. Indeed, the composition effect

of a large proportion of projections based on lagged information, i.e. indicators

with long publication delays such as industrial production, will play a role by

downweighting timely information such as the confidence and PMI indicators.
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This hypothesis is supported by Figure 10, which displays the nowcasts obtained

by combining parsimonious bidimensional and tridimensional projections based

on the large information set Ω2. Interestingly, the average forecast coming from

those parsimonious projections on subsets of the large information set Ω2 are

highly correlated with those obtained with the small set Ω1. This suggests that

the gains of using a wider information set come from the ability to use larger

models. This is not in contradiction with the fact that small-sized dynamic fac-

tor models seem to perform as well as large dynamic factor models, since the

state of the art makes it possible to automatically weight the indicators depend-

ing on their timeliness and quality. The comparison of our hyper-parameterised

dynamic regression with several dynamic factor models will be the subject of next

section.

[Insert Figure 10]
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5 Reality Check: Nowcasting 18 New Quarters

of Data

According to the historical series currently available, Spanish GDP contracted by

3.6% in 2009. None of the state-of-the-art models available at that moment such

as FASE, Spain-Sting or MICA-BBVA have been tested over the whole Great

Recession13. Our idea of using hyper-parameterised dynamic regressions models

was developed in 2009, with the benefit of hindsight. Whether there is any

merit inherent in the proposed methodology or whether our results were driven

by selecting the right indicators with the benefit of hindsight is something that

could be further tested in the spirit of White (2000). However, data selection is

unlikely to play a major role here. As opposed to other models such as MICA-

BBVA model, for example, which introduces financial variables to improve the

forecast over part of the Great Recession period that was actually triggered by a

failure of the financial system, our choice of indicators follows the literature. Still,

the reader may argue that the surprising performance of our hyper-parameterised

regressions over the Great Recession is due to either pure luck or a data mining

effort, so the real question is whether the method will continue to work during

forthcoming recession episodes of unpredictable nature, without including new

variables.

Five years have passed since the working paper version of our methodology

was published back in 2010. The additional data, which includes the initial recov-

ery and a second recession motivated by the European sovereign debt crisis, will

allow us to conduct a genuine out-of-sample evaluation exercise. In order to sim-

13The evaluation period of Spain-Sting ends in 2008Q4. The last forecasts documented in the

paper describing the MICA-BBVA model correspond to 2009Q1. For that period, the I.N.E.

published a Flash estimate close to -2%, below the -1% figure reported by the authors of the

paper. Regarding the model FASE, the only real-time results provided in the reference paper

correspond to the 2009Q3-2010Q2 period, which neglects the most severe phase of the recession.
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plify our reality check so that our hyper-parameterised dynamic regressions can

be understood in connection with the existing methods, we will assess the results

based on the largest possible regression model, which is the one that contains all

indicators of the extended information set Ω2. Therefore, we will drop from our

updated analysis the idea of combining forecasts to focus on the usefulness of

our approach, which requires the specification of a large number of parameters.

We will compare its forecasting performance relative to dynamic factor models,

which can also exploit a large number of indicators, but using a very reduced

number of parameters. In particular, our results will be compared to those of

a very parsimonious state-of-the-art method that automatically weights the in-

dicators depending on their quality and timeliness: mixed-frequency stationary

dynamic factor models very similar to Spain-Sting, following the methodology

of Banbura and Modugno (2014) or Camacho and Pérez-Quirós (2010). The re-

sults are extremely informative, since they confirm our premise that large hyper-

parameterised dynamic regressions in levels can help to improve the forecasts of

state-of-the-art dynamic factor models.

5.1 Comparison of Alternative Nowcasting Methods

A comparison of several methods currently in use for nowcasting Spanish GDP

growth will clarify the added value of our approach (see Table 7).

• Hyper-parameterised dynamic regression models based on Ω2. Ta-

ble 7 describes all the options for nowcasting Spanish GDP growth that

have been discussed in this paper. The first block contains the hyper-

parameterised dynamic regression models with all variables in log levels,

which can be estimated either using Diffuse Priors (DP) or using the Em-

pirical Bayes (EB) method proposed here. The last option can be executed

by choosing the vector of prior tightness parameters that results in the low-

est root-mean-squared errors (RMSE) over a training sample. But such an
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optimisation problem is solved here using either the Flash estimate (method

EBFLASH) or the last available figures (method EBLAST ) as a target to de-

fine the forecast errors. Thus, both methods are trained using the first and

second subsamples before calculating the nowcasts for the second and third

subsamples, respectively. Although it can be inferred from the sensitivity

analysis of Section 4.3. that the regression based on the whole information

set Ω2 can be improved by removing a couple of variables, we will keep the

whole information set, which will also be used by the competing models.

• Mixed-Frequency Dynamic Factor Models. The second block of now-

casting models are mixed-frequency dynamic factor models specified at a

monthly frequency. They require all variables in growth rates with the

exception of qualitative survey data, which is stationary at least in the-

ory. MICA (Camacho and Domenech, 2012), Spain-Sting (Camacho and

Pérez-Quirós , 2011), and FASE (Cuevas y Quillis, 2012) take into account

the presence of strong co-movements in macroeconomic data by summaris-

ing all monthly indicators in terms of one pervasive factor. None of those

models, which we will classify as Dynamic 1-Factor models (henceforth

D(1)FM), has been reported to successfully anticipate the large declines in

real activity that took place during the most severe phase of the recession,

i.e. 2008Q4-2009Q2. To be fair, Spain-Sting reports a perfect nowcast for

2008Q4, and the BBVA-MICA, which was published afterwards, has pro-

duced relatively successful nowcasts also for 2009Q1. The analysis reported

in the paper documenting FASE focuses on the period 2009Q3-2010Q2,

thereby skipping the 2008Q4-2009Q2 period. The so-called back-testing

experiment proposed in their paper for the 2006-2009 period considers an

estimate of the unobserved factor conditional on full sample information.

This is not a minor detail, since the conditional expectation of the time

series of unobserved factors is likely to undergo significant revisions in real
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time.

In order to make sure the reader can finally compare our hyper-parameterised

regression approach with state-of-the-art dynamic factor models, we use the

JDemetra+ nowcasting plugin we have developed at the National Bank of

Belgium. We build one model using the small information set Ω1 and a

second model exploiting the larger information set Ω2. The two models

proposed are slightly more sophisticated versions of Spain-Sting and FASE,

respectively, and are estimated by combining the EM algorithm and nu-

merical optimisation techniques for maximum likelihood in the presence of

missing observations and periodic sampling. The crucial difference of our

approach is that we incorporate two factors instead of one, hence the name

D(2)FM. By assuming hard data loads on that second factor, the forecasts

for variables such as industrial production or social security registrations

improve significantly. This parameterisation downweights the excessive im-

pact of survey data in models of this class. A second difference of our

proposed factor models is that we do not specify auto-regressive dynamics

in the measurement errors, which makes the forecasts less dependent on the

GDP Flash releases. The simulation based on the two new models is also

executed with the nowcasting plugin of JDemetra+, but some clarifications

are needed:

– We take into account a stylized calendar for the data releases to make

sure our nowcasts use the information available by the end of the

reference quarter.

– The Flash GDP release and the last available time series are considered

as two separate indicators. The last available GDP is assumed to be

known with one year of delay, which is a convenient simplification.

– The seasonal and calendar adjustment are recursively executed with

J Demetra+ using the TRAMO-SEATS method to extract the data
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clean from seasonality, outliers and non-linearities. The recursive es-

timation mimics the procedure that would have been followed in real

time.

5.2 RMSE: Three subsamples

The simulation exercise described considers the first two subsamples analysed in

the previous sections, and a third subsample that can be used to execute a real

and not pseudo out-of-sample validation exercise.

[Insert here Table 8 ]

5.2.1 First Subsample: 2006Q3-2008Q3

The first subsample corresponds to gradual deceleration period from 2006Q3

to 2008Q3, which is the first period with a decline in real economic activity.

This subsample is used as a training sample to elicit the prior when the EB

method is used, but it becomes an evaluation sample for those models that can

be estimated without imposing any prior information. As shown in Table 8, both

dynamic factor models beat our hyper-parameterised regression at anticipating

the Flash release over this period of time. This is not surprising because such

regression has been estimated with diffuse priors in the absence of a training

sample, which leads to very volatile forecasts. Figure 11 illustrates that this

method yields a few large forecast errors. In addition to the lack of a proper

prior, our dynamic regressions face a second disadvantage. They are estimated

with a panel of balanced historical data since 1995 for all series, while the dynamic

factor models are based on an unbalanced panel exploiting data prior to 1995.

Not surprisingly, when those nowcasts are compared to the last available GDP

growth figure, the large dynamic factor model is the only method that yields a

statistically significant improvement over the random walk forecast, i.e. p-value

of 0.10 suggests that the hypothesis of equal predictive accuracy can be rejected
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at the 90% confidence level. In order to understand those results, one can look at

Figure 12 and compare the black dotted line (Flash GDP) with the shaded bars

(Last GDP) in to realize that the statistical agency revised the second and third

quarters of 2008 downward. Although 2008Q2 is better anticipated by dynamic

factor models, they underestimate the magnitude of the large drop in economic

activity that took place in the subsequent quarter.

5.2.2 Second Subsample: 2008Q4-2010Q2

The second subsample has been the main focus of our paper. It includes the

quarters with the largest decline in real economic activity and ends after two

consecutive quarters with positive growth rates. Such an improvement in eco-

nomic activity explains why the Spanish Business Cycle Dating Committee (2015)

(henceforth SBCDC) has recently decided to declare 2009Q4 as the end of the

recession. We can clearly see both in Table 8 and more in detail in Figure 11 that

the large volatility in the forecasts coming from the hyper-parameterised regres-

sion turns out to be useful at matching the actual volatility that was observed in

the data.

This result holds regardless of whether we consider the Flash GDP or the

last available estimate. The superiority of our hyper-parameterised regressions

also holds when the priors are elicited on the basis of past data, but it is out-

performed by the average nowcast resulting from all five different models. This

result continues to support the idea that our method adds value to the already

very competitive nowcasts coming from dynamic factor models.

5.2.3 Third Subsample: 2010Q3-2014Q4

The third subsample incorporates the second dip recession in the context of the

European sovereign debt crisis, the peak of which has been confirmed for 2010Q4

by the SBCDC in spite of the fact that the growth rate registered in 2010Q3 is
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practically equal to zero. The key fact is that this critical period of time falls

after the development of our hyper-parameterised regression. This provides a

unique reality check to understand whether the proposed methodology remains

valid on the basis of additional new evidence that was definitely unknown at the

time the first version of our hyper-parameterised regressions was published as a

working paper back in 2010. Table 8 suggests that both dynamic factor models

and the hyper-parameterised dynamic regressions with automatically elicitated

priors yield a RMSE for the Flash between 12 and 23% below the random walk

benchmark on average over the subsample. Nevertheless, Figure 11 shows that

the nowcasts can be very different and even contradictory in some parts of the

sample, which is the reason why combining forecasts again yields a substantial

improvement in forecasting accuracy of more than 40%, confirming once more

the added value of our hyper-parameterised dynamic regressions.

Remarkably, the use of a diffuse prior predicted a decline in real activity of

0.34% for 2010Q4, in contrast to the 0.2% positive growth rate initially released

by the I.N.E. Although the I.N.E. ended up revising heavily the whole 2014Q4-

2011Q4 period , our regression models cannot exploit forthcoming revisions and

hence rely on the Flash releases. This implies that when we evaluate how close

the resulting nowcasts are to the last available GDP growth rates, the outcome

may appear unfavourable. This explains one of the key findings in Table 8, which

is the failure of the hyper-parameterised regression models to obtain statistically

significant improvements over random walk forecasts for the revised figures of

GDP growth. In this context, the signal extraction technology embodied in the

dynamic factor models has proven to be less affected by misleading Flash esti-

mates. In particular, the dynamic factor model based on the largest information

set Ω2 turns out to be a more accurate early estimate for the last available GDP

growth rate than the Flash release itself.

[Insert Figure 12 and Figure 11 ]
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6 Conclusion

This paper performs the most complete analysis to date of the nowcasting perfor-

mance of alternative models during the most severe phase of the Great Recession.

Here, we focus on the predictability of Spanish real GDP growth one and a half

months before the official figures are published by the statistical agency, which

corresponds to the point in time where survey data for the whole quarter is fully

available. We show that hyper-parameterised dynamic regressions estimated with

Minnesota type of priors turn out to yield excellent forecasts over the Great Reces-

sion period in a pseudo out-of-sample simulation exercise. Overall, our nowcasts

are more accurate than the mean prediction resulting from the survey of profes-

sional forecasters published by “Consensus Economics”. The good performance

of our hyper-parameterised Bayesian regressions is confirmed over the period that

includes the European sovereign debt recession and the subsequent recovery.

To our knowledge, our paper presents the first real-time nowcasting exercise

with hyper-parameterised dynamic regression models. This requires the estima-

tion of a very large number of parameters, which could lead to in-sample over-

fitting and large out-of-sample forecast errors. The potential multicollinearity

problems arising from the high degree of synchronization among the predictor

variables are offset by the use of priors or “inexact” restrictions originated in the

VAR literature. We conclude that this method represents a valid alternative to

the use of state-of-the-art dynamic factor models.

It is worth emphasizing that the Empirical Bayes methods for prior elicitation

used in this paper are different from recent proposals, e.g. Giannone et al. (2015),

Banbura et al. (2010) or Schorfheide and Song (2015), since we opt to increase

the tightness of the prior information along its multiple dimensions in order to

target our variable of interest directly rather than optimizing over the likelihood

of a multivariate system or a function of it. Thus, our solution contributes to

the literature that studies automatic prior elicitation strategies for nowcasting,
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which remains a relevant topic for further research.
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Table 1: The Nowcasting Problem
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.
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Table 4: Forecast accuracy with respect to the “preliminary” (and “revised”)

GDP

Information & Model Set Prior Elicitation RMSE for the simple average

2006Q3-2008Q3 2008Q4-2010Q2

Small Information Set Empirical Bayes;EB - 0.308

Ω1 (-) (0.246)

(1023 Models

of size 2-10 ) Diffuse Priors; DP 0.236 0.358

(0.251) (0.295)

Extended Information Set Diffuse Priors;DP 0.339 0.143

Ω2 (0.366) (0.167)

(262144 Models

of size 11-20)

Comparing both EP and DP strategies for the estimation of all models included in the small

information set Ω1 sheds light on the usefulness of ex-ante prior information as a way to improve

forecast accuracy over the second subsample. The results show that the DP strategy yields a

RMSE 16% larger than the EB approach when the errors are computed on the basis of the first

available GDP growth rates (16% when the errors are defined with respect to the last available

vintage of GDP). An alternative option to achieve forecast accuracy is to benefit from a larger

information set, Ω2. It turns out that such a strategy provides large forecasting accuracy gains

during the second subsample (2008Q4-2010Q2).
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Figure 1: The Tightness of the Prior
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The figures display the average value of the hyperparameters estimated with the

EB approach for models with the same number of predictor variables. The number

of models of size equal to 2, 3, 4, 5, 6, 7, 8, 9 and 10 is equal to 10, 45, 120,

210, 252, 210, 120, 45 and 10, respectively. The precise definition of each one of

the hyperparameters can be found in the appendix. τ : overall tightness of the

prior, λ: one-unit-root prior (co-persistency prior), µ: no-cointegration prior (own

persistency prior), d : rate of decay for the prior shrinking the lags.
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Figure 2: Nowcasts conditional on Ω1 (Empirical Bayes)
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The black circles represent real GDP growth as initially published by

the statistical agency. Given that we use the training sample to form

priors, it is not surprising that the 10% best performing models provide

a perfect fit for GDP growth. The question of interest is whether those

models “selected” on the basis of their performance are able to continue

being accurate over the evaluation sample.
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Figure 3: Nowcasts conditional on Ω1 (Diffuse Prior)
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The black circles represent real GDP growth as initially published by

the statistical agency. The thick line represents the weighted average

nowcast of the 20 models with smallest RMSE over the first subsample.

The question of interest is whether those models “selected” on the basis

of their performance over the training sample are able to continue being

accurate over the evaluation sample. Alternatively, the dashed line is a

simple average of all 1023 models. Since this strategy does not require any

prior information from the first subsample, it can be evaluated over the

whole recession episode (not only over the so-called evaluation sample).
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Figure 4: RMSE 2008Q4-2010Q2, (Empirical Bayes, Ω1)
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The Root-Mean-Squared Error (RMSE) for each model is computed on

the basis of real-time out-of-sample forecast errors for GDP growth. The

prediction error is defined as the difference between the nowcast and the

last available GDP growth release published by the statistical agency.

The RMSEs of all models are sorted in ascending order. The dotted line

corresponds to the RMSE associated to the weighted average of the best

10 performing models over the training sample. Averaging over the top

20 results on a very large increase in forecast accuracy. Actually, the

figure shows that there is only one model with better forecast accuracy

(one point below the thinnest solid line). Finally, incorporating all models

does not help to achieve a further reduction in RMSE. Here, the training

sample 2006Q3-2008Q3 is used for both forming the priors and choosing

the forecast combination weights.
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Figure 5: RMSE 2008Q4-2010Q2, (Diffuse Prior, Ω1)
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The Root-Mean-Squared Error (RMSE) for each model is computed on

the basis of real-time out-of-sample forecast errors for GDP growth. The

prediction error is defined as the difference between the nowcast and the

last available GDP growth release published by the statistical agency.

The RMSEs of all models are sorted in ascending order. The dotted line

corresponds to the RMSE associated to the weighted average of the best

10 performing models over the training sample. Averaging over 20 and

100 models increases forecast accuracy. The thickest line is associated to

the weighted average of all models. Here, the training sample 2006Q3-

2008Q3 is used only to choose the forecast combination weights.
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Figure 6: RMSE 2008Q4-2010Q2, (Diffuse Prior, Ω2)
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The Root-Mean-Squared Error (RMSE) for each model is computed on

the basis of real-time out-of-sample forecast errors for GDP growth. The

prediction error is defined as the difference between the nowcast and the

last available GDP growth release published by the statistical agency.

The RMSEs of all models are sorted in ascending order. The dotted

line corresponds to the RMSE associated to the weighted average of the

best 2% performing models over the training sample. When all models

are considered in the weighted average, i.e. the thickest line, forecast

accuracy increases (RMSE goes down). It can be shown that a simple

average, i.e. giving the same weight to all models would yield exactly the

same value.
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Figure 7: Density of Forecast Errors resulting from Ω1 (DP vs EB) and Ω2 (DP)
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All the projection models obtained under Ω1 and Ω2 yield thousands

of time series of forecast errors corresponding to our evaluation

sample (2008Q4-2010Q2). These graphs represent the probability

distributions of all these forecast errors. The upper figure shows

that, when the small information set (Ω1) is used, both EB and

DP strategies yield a very similar nowcast error density with mean

slightly larger than zero, which is consistent with a slight over pre-

diction of GDP growth over the most severe part of the recession.

When Ω2 is used, the nowcast error density shifts towards the left

and concentrates more probability mass around zero. Note that the

mean of the distributions, which is marked with vertical lines, does

not necessarily coincide with the mode.
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Figure 8: Nowcasts conditional on Ω2 (Diffuse Prior)
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The black circles represent real GDP growth as initially published by the

statistical agency. The fan chart represents a 90% forecasting interval

that takes into account model uncertainty. The dashed line is a simple

average of all 262144 models. This graph also represents the projection

exercise for 2010Q3, which was conducted at the beginning of October.
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Figure 9: Comparison with the “Consensus Forecast”

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

20
06

Q
3

20
06

Q
4

20
07

Q
1

20
07

Q
2

20
07

Q
3

20
07

Q
4

20
08

Q
1

20
08

Q
2

20
08

Q
3

20
08

Q
4

20
09

Q
1

20
09

Q
2

20
09

Q
3

20
09

Q
4

20
10

Q
1

20
10

Q
2

%

First available real GDP growth

Revised real GDP growth

"Nowcast" based on the Extended Information Set  (smallest models)

"Nowcast" based on the Extended Information Set   

"Nowcast" based on the Small Information Set  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

20
06

Q
3

20
06

Q
4

20
07

Q
1

20
07

Q
2

20
07

Q
3

20
07

Q
4

20
08

Q
1

20
08

Q
2

20
08

Q
3

20
08

Q
4

20
09

Q
1

20
09

Q
2

20
09

Q
3

20
09

Q
4

20
10

Q
1

20
10

Q
2

%

First available real GDP growth

Revised real GDP growth

"Nowcast" based on the Extended Information Set   

"Nowcast" based on the Small Information Set  

Consensus Forecast (Average of Profesional Forecasters)

The figure illustrates the forecasting ability of the mean of the survey of profes-

sional forecasters compiled by Consensus Economics and published in their monthly

publication “Consensus Forecast”. This comparison is quite meaningful, since it is

also an aggregation of individual forecasts. Moreover, we have selected only the

publications of the months January, April, July, and October, which coincide with

our nowcasting calendar. In addition to that, it is worth emphasising that since

Consensus Forecasts typically refer to year-on-year growth rates, it is necessary to

use a real-time database in order to recover quarter-on-quarter growth, which is our

measure of interest.
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Figure 10: Small models based on the extended information set Ω2
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The figure compares the nowcasting performance of a simple average of large models

based on the set Ω2 (dashed line with squares) with the one based on the smaller

information set Ω1, which only contains 10 economic indicators other than GDP

(solid line). Moreover, we show that a combination of all (small) models one can

construct by combining two and three indicators available in the information set

Ω2 does not yield accurate nowcasts during the most severe part of the recession

(2008Q3-20010Q2). Thus, nowcast combinations based on Ω2 are successful only

when a medium or large number of variables is incorporated in the individual fore-

casting equations.
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