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Bubble sort is well known for being one of the 
worst sorting algorithms. One way to improve its effi- 
ciency was described by Batcher [ 11, however it is so 
complex and the amount of bookkeeping so huge that 
this algorithm is not commonly used in single-proces- 
sor programming. 

Bubble sort can be improved in yet another way, 
which is similar to Shell’s version of the insertion sort. 

We select a sequence hl, . . . . ho, where ht > 1 and 
t = O(log n), n being the number of sorted elements. 

In pass i (i < t) the vector to be sorted is traversed 
from left to right and items distant hi from each other 
are compared and exchanged if necessary. After t 
passes a regular bubble sort should be used to com- 
plete the sorting process. This gives the following algo- 
rithm: 

for Q := 1 to t do 

begin 
inc := hQ ; 
fori:= 1 ton-incdo 

if A[i] > A[i + inc] 
then A[i] c+ A[i + inc] fi 

end; 
Q :=n- 1; 

while 5! > 0 do 
begin 

k := 0; 

for i := 1 to Q do 

if A[i] >A[i+ l] 
then {A[i] ++ A[i + l]; k := i); 

Q:=k-1 

end; 

Obviously, this algorithm works, as the second part 
of it is just the well-known bubble sort. Its average 
efficiency is qite good, as illustrated by the Table 1. 

The above results were obtained by sortinp real 
numbers generated by a uniform distribution random 
numbers generator. The tested programs were written 
in Fortran and run on a CDC Cyber ‘XL. The sequence 
h, = 1 J in 9 hi+1 = [$hi J was used. The code of 
Quicksort was copied from [2], while Shellsort Was 
coded after the description given in [3] with incre- 
ments of form 2k - 1. While the version of Quicksort 
is approximately the best achievable, there is no cer- 
tainty whethe; c. “‘4s is true in the case of Shellsort .-- 
this algorithm depends on the choice of increment5 
(see [3] for details). 

The exact time complexity of the presented algo- 
rithm has yet to be determined. The author hopes that 
this short presentation will encourage some one to 
work on this problem. 

Table 1 
Running I.-W of various sorting algorithms (times in Iris) 

_- 

n Quicksort Shellsort Bubblesort Modified 
Bubblewit 

10 0.86 0.99 0.6 0.58 

50 5.84 8.62 14.6 4.62 
100 13.38 21.28 57.3 11.87 

500 87.81 153.70 1456.6 84.80 
1000 199.8 367.0 194.9 
2000 441.2 858.2 450.5 

10000 2696.8 2743.8 
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